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Abstract

We definetemporalsummarie®f news storiesasextract-
ing asfew sentenceaspossiblefrom eacheventwithin a
news topic, wherethe storiesarepresentedneat a time
andsentencefrom a storymustberankedbeforethenext

storycanbeconsideredWe outlineanevaluationstrateyy
thatwe have developedfor this taskanddescribesimple
languagemodelsfor capturingnovelty and usefulnessn

the context of summarization.We show that the simple
approachesvork moderatelywell, and outline our ideas
for moving forward.

1 Introduction

We areinterestedn methodsthat help a personmonitor
changesdn news coverageover time. We aim to do that
by providing a streamingsummaryof the news topic, se-
lecting sentenceshat describethe key eventswithin the
topic asthey arrive. Additional sentencesn eachevent
andoff-topic sentenceshouldbe suppressediVe call the
resultingselectionof sentencea “temporalsummary

To do this, we will modelthe topicsthat news stories
discussaswell asthe eventswithin thosetopics. Topic
modelswill be usefulfor finding sentenceshatare use-
ful (on-topic)andthe eventmodelswill be usedto deter
minewhetherthesentencéalksaboutapreviouslyunseen
eventwithin thetopic.

Theusagehatwe envisionrequiresghatthetechnology
producea revised summaryat regular time intervals—
e.g.,every hour or at the startof eachday It is neither
possiblenor meaningfulto wait until the topic is doneto
producea summary Nor doesit make senseo produce
anup-to-dateoverall summaryat every time interval: the
summarymustindicateonly whathaschanged After all,
the userhasalreadybeeninformedabouteverythingthat
happenecarlier

Ourintentin thiswork is to usealanguagenodel-based
approachor modelingtopicsandevents andfor selecting
sentenceto includein the summary Becausevaluation
is suchadifficult problemin text summarizatiomesearch,

we have startedby developingan evaluationframework.
We sketchthe mainideasbehindthatframework in Sec-
tion 3; it is describedn detailelsavhere[10, 2].

Section4 presentghe very simple modelingthat we
usedto capturenovelty andusefulnessThesemodelsare
intendedto represenbaselineperformanceandto illus-
tratethe evaluationframework. Our future work involves
building andevaluatingmoreaccuratanodels.

2 Reated work

In addition to languagemodeling, this researchhas its
rootsin text summarizationtopic detectionandtracking,
andtime-basedummarizatioriechniques.

The coretechniqueof this temporalsummarizatione-
searchs to summarizea body of texts by extractingsen-
tenceghathave particularproperties.Thiswork fallsinto
along tradition of sentencextraction,startingin thelate
19505 with H.P. Luhn’s classicwork [11] andcontinuing
forward [16]. The useof Maximal Marginal Relevance
(MMR) for summarizatior[4] is strongly relatedto the
ideasin this paper It shareghe ideaof balancingnov-
elty and usefulnesg“relevant novelty”), but focuseson
guery-basedummarizatiorof a static collection of sto-
ries. Thiswork is unlike mostsummarizatiomesearchn
its focusonsummarizingchange®vertime. Comparatie
summarie®f multiple document$12] couldconcevably
addresshis problem but we donotknow of ary thathave.

Thiswork alsoarisesoutof Topic DetectionandTrack-
ing (TDT), abodyof researctandanevaluationparadigm
thataddressesvent-basedrganizatiorof broadcashewns
[1,5,17,18]. Theproblemgackledby TDT areall story-
basedatherthansentencdasedIn mary ways,thetem-
poral summarizatiorproblemis an event- and sentence-
level analogueof TDT’s “first story detection”problem,
wherethe taskis to identify the first story that discusses
eachtopicin thenews.

Therehasbeenvery little work on time-basedsumma-
rizationto date. In the summerof 1999,the Novelty De-
tection workshopat JohnsHopkins University’s Center
for SpeectandLanguagérocessinglefinedandexplored



new informationdetection(NID) [3]. TheNID taskwas
to identify the onsetof new informationwithin atopic by
flaggingthefirst sentencehatcontainedt. TheNID task
is obviouslyvery similarto thetime-basedummarization
work proposedhere. The summerworkshopwasunable
to make significantprogressecausef problemswith the
definition of “new”: whenthe teamlooked at an evalua-
tion corpusthey constructedthey discoseredthat80% of
thesentencesveremarkedto containnew information. It
turnsout thatalmostevery sentencen the news contains
some new information—evenif it is justthe ageof aper
sonin thenews. In this researchye have choseralooser
definitionof “event” thatmakesthis lessof a problem.

3 Evaluation

Documensummariesredifficult to evaluate becauséor
mostapplicationgherearenumeroussummarieghatare
of equallyhigh quality. In this work, we arefocusingon
evaluationmethodghatarebasediponafixedsetof judg-
mentsandthatcanberepeatedisoftenasnecessary

Thecoreof oursummarizatiompproachs sentencex-
traction,so we cancomparethe sentenceshata method
choosedo the setof sentencethatis known to beagood
summary To the extent that an approachchoosesthe
“right” sentencesthat approachis good; whenit veers
wildly from the ideal set, the approachis inappropriate
to the task. Our approachis similar in spirit to other
sentence-baseayaluationg20, 8, 7], but is modifiedsig-
nificantly to take into accounthetime-baseahatureof our
summaries.

We formalize the temporalsummarizatiorproblemas
follows. A newstopicis madeup of a setof eventsandis
discussedn a sequencef news stories. Most sentences
of the news storiesdiscussone or more of the eventsin
thetopic. Somesentencesrenot germaneo ary of the
events(and are probablyentirely off-topic). Thosesen-
tencesare called“ off-event” sentencesind contrastwith
“on-event” sentences.

Thetaskof a systemis to assigna scoreto every sen-
tencethatindicatesheimportanceof thatsentenceén the
summaryhigherscoregeflectmoreimportantsentences.
This scoringyieldsarankingof all sentence thetopic,
including off- andon-eventsentences.

All sentencearriving in a specifiediime periodcanbe
consideredogether They musteachbe assigned score
before the next setof sentenceg¢from the next time pe-
riod) is presented.For this work, we have useda time
periodthathasonestoryarriving atatime.

3.1 Evaluation measures

We will usemeasureshatareanalogf recallandpreci-
sion, but that capturenot only usefulnesgrelevance) but
alsonovelty.! For example,“useful recall” is the propor
tion of retrieved sentenceshat are useful (relevant) and
“useful precision”is the proportionof retrievedsentences
thatareuseful.

Extendingthat, “novel recall” is a measureof the pro-
portion of retrieved sentenceshat are novel—i.e., dis-
cusseventsthat have not beenseenbefore. Novelty is
someavhat slippery becausesentencesan discussmul-
tiple events. That meansthat whether sentencesare
noveldepend®nwhichsentencebavealreadybeenseen.
“Novel precision”hasthe sameawkwardness.

The measuregan also be combinedto createsome-
thing called“useful novelty” (or “novel usefulness”hat
measureshow mary sentenceswere both useful and
novel.

Justaswith IR’s recall and precision,thosemeasures
are set-based.To show the tradeof betweenmeasures,
we will plot the variousrecall and precisiongraphsover
the entireranked list. To averageacrossmultiple topics,
the graphswill be interpolatedo the standarcelevenre-
call points (0.0, 0.1, ..., 1.0). We will also provide the
exactaverageprecision(i.e., the averageof precisionval-
uesatevery pointthatrecallincreases)Thesegraphsand
single-numbemeasuresare analogouso thoseusedin
traditionallR evaluation.

3.2 Evaluation corpus

Our initial experimentshave beendoneusingthe TDT-2
corpus|[6] of approximately60,000news storiescovering
JanuarythroughJuneof 1998. We selected22 medium-
sizedtopics from the set of 200 that are provided with
the corpus.For eachtopic, two annotatorsndependently
readall on-topic storiesand decidedon a list of events
within thetopic. The annotatorghenworkedtogetherto
decideon a commonlist. They thenperformeda second
passthroughthe on-topic storiesand assigneceachsen-
tenceto zero,one,or moreevents. The topicswerebro-
keninto 11 training and 11 testtopicsfor this study We
usedthetrainingtopicsduring our experimentatiorto se-
lectthe bestapproacheandto do parametefitting where
needed.Theremainingll testtopicswerenever looked
atexceptaspartof thefinal evaluation[2] thatis reported
here.Additional detailsaboutconstructinghe evaluation
corpusareprovidedelsavhere[10].

1Detaileddescriptionsf all measuresanbefoundelsavhere[2].



4 Modeling topics and events

The goal of this researchwas to model the topics and
eventsthat sentenceslescribe,and to look for the oc-
currenceof new events(novelty) within thetopic (useful-
ness).All of the solutionsthatwe proposeherearebased
on “languagemodel” representationsf news topicsand
events[19]. Specifically givensomeamountof text ona
particulartopic, we estimatea probabilisticmodelof how
text from the topic is likely to be generated.Using that
model,we candeterminehe probabilitythata new piece
of text (sentencestory) could have beengeneratedby the
model.

For example,supposeve aregivena setof storiesthat
areonthesamenewstopic. Onewayto estimateheprob-
ability thata word would appeatin thattopic would be,

Zz’ |SZ|

wheret f(w, S;) representshe numberof timesword w
occursin story S;. Thatis, aword’s probability of occur
rencecanbeestimatedy theproportionof thetime thatit
hasalreadyoccurred We make the usualassumptiorthat
word occurrenceareindependentsothe probability of a
run of text is the productof the probability of its words.
This maximumlik elihood estimatoris usually smoothed
usingsomevariantof LaPlacesLaw [15]. In ourcasewe
add0.01to the numeratorand multiply the denominator
by 1.01.

4.1 Topic modelsfor usefulness

Usefulness representsvhetheror nota sentenceliscusses
oneof theeventsof thetopic. Sentencethatareoff-topic
areclearly not relatedto ary of the events. To consider
whethersomesentences;, is on-topic (useful), we want
to know whetherit couldbe generatedy a modelcreated
fromthetopic, representetly every sentenceseerto date.
If LM (z) is usedto denotethe languagemodel created
from text z, thenwe have:

P(useful) = P(sg|LM (51, ..., 8k-1))
- (o tf(w, 51 4+ sp_1) +0.01 |
B wes, 1.01- %, |sq

The|s.|t" root provideslengthnormalizationsothatsen-
tencesof all lengthsare treatedequally Intuitively, all
prior sentencesare usedto estimatethe likelihoodthata
word will appeatrin the topic. The probability of a sen-
tenceis the probabilitythateachof its wordsappears\We
male thetypicalindependencassumptions.

An alternatemodelof “useful” comesfrom the obser
vation that news storiesare usually predominantlyabout

thetopic in question,sothatsentenceshatarevery like
their news story aremorelikely to be useful. If S is the
storythats; comesfrom, then:

P(usefub) P(si|LM(S)), s € S

1

[sg
(#5525
Intuitively, thisbuildsamodelof thestory’stopic usingall
sentence the story The probability thata sentencés
on-topicis thencalculatedrom the probability thateach
word s partof thetopic.

The left of Figure 1 shavs the effectiveness of
thosetwo approache®n our 11 testtopics, comparing
u-precisiorandu-recall Thegraphincludesthebaselines,
wherethetheoreticalvorst-casg@erformancés generated
by rankingall off-eventsentencefirst.

Of the two usefulnessneasuresuseful outperforms
usefuj atthelow recallportionof thegraph.Thisislikely
becausdigh quality sentencefrom anon-topicstoryare
not“diluted” by thelanguageof earlierstories.Thistech-
nigueis problematicbecausét clearlywill fail if the sto-
riesthemselesarenot on-topic.

Thesurprisingresultfor usefulnesss thataroundrobin
rankingalgorithmperformsalmostaswell asusefuk. We
believe thatreflectsthe pyramidnatureof newsreporting:
important,andthereforeprobablyon-topic,informationis
reportedearlyin a story Latermaterialis morelikely to
betangentiallyrelatedto thetopic,andsorankingit lower
helps.

Overall thereis no substantiadifferencebetweenthe
two usefulnessnodelsandroundrobin, but all threeout-
performthe otherbaselines.

tf(w,S)+0.01
1.01-|S]

4.2 Event modelsfor novelty

The secondcharacteristicof sentenceselectionis nov-
elty. Thesecondr third sentencaboutaneventis lessin-
terestinghanthefirst. To captureghatpropertyweassume
that every sentencas associatedvith an event. Whena
new sentencarrives,we compare'its” eventto thatof all
prior sentencedlf it is unlike all of thoseevents,thenthe
new sentencés novel andshouldreceve a high score.If
e(s;) representshe eventdiscussedy sentence;, then:

P(novel) = P(e(sk) # e(si), Vi < k)

1
E—1

lH (1= P(e(sk) = e(s:)))

i<k

E
| =
=

- [H (1 - P(s|LM (sz-)))]

i<k
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Figure1l: Shavs the tradeof betweenmeasure®f usefulnesgon the left) andnovelty (on theright). The numbers
in the legendrepresenthe appropriateexact averageprecisionfor thatapproach.We includethe following baseline
systemsrandomrankingof sentencegheir naturalorder, first sentencesf all storiesfollowedby secondhenthird

and so on, and a worst casethat representghe worst possibleordering of sentencegor the particularevaluation

measure.
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Herewe are modelingthe probability thattwo sentences
discussthe sameevent by the probability that the later
sentenceouldarisefrom thesamedanguagemodelasthe
earliersentenceHerethe modelis derivedfrom a single
sentenceois probablyunreliable.

Thatproblemof sparsedatato estimatethe probability
suggestghat it might be helpful to group sentenceso-
gether For thatreasonwe alsotried a methodthat clus-
terssentencesogetherif they appearo bediscussinghe
sameevent. Whereasn the previous approacteachsen-
tencewas usedto model an event, herewe group sen-
tencestogetherand usethemto modelthe event. If we
assumehat whensentences;, arrivestherearem event
clustersg; throughe,, :

P(novelk) = P(e(sk) # e(ci), Vi <m)

1

(1 — Ple(s) = e(ci)))]

II @-P(silM(e)))

| i<mk
1
= |II{t- Htf(w,cz-)+0-01 ]
. 1.01- [cq]
| i<m WESk

Thisnovek approachs thesameasnovel; exceptthatthe

sentenceés comparedo clustersandthereis moreinfor-
mationin a clusterto estimateprobabilities.Notethatthis
approaclalsorequiresathresholdor decidingwhetheror
not a sentenceshouldbe addedto a cluster We usedthe
trainingtopicsto find agoodparametesetting thoughwe
foundthatit wasnotvery sensitve to thevaluechosen.

Both of theseapproachesnay bring non-usefulsen-
tencesto the top of ranking sincethey will seemnovel.
The n-recalland n-precisionmeasuregake that into ac-
countby completelyignoringtherankingof off-eventsen-
tences.Thischoiceallows usto measurgheeffectiveness
of anovelty systemwithoutworrying aboutusefulnesss-
sues.We intendthatour final measures—combiningov-
elty and usefulness—wilprovide a balancebetweenthe
two.

The right of Figure 1 shaws the effectivenessof this
approachcomparedo the baselines.Worst caseperfor
manceincludesall sentencefrom thefirst event,thenall
from thesecondandsoon. For this measuref effective-
nessboth approachesubstantiallimprove on the base-
line cases.The novelk, measurds alsoa clearimprove-
menton novel;, suggestinghat clusteringis useful for
modelingtheevents.

The surprisingresultis that randomsentenceaanking
substantiallyoutperformsall otherapproachesncluding
themorecarefullymodeledones:novel; andnovek. This
effect is becauseff-event sentencesgre totally ignored.
Most sentencesre off-event (71% of them discussno
event), but thesemeasureslo not penalizea ranking, no
matterwherethoseoff-eventsentenceareranked. Mod-
ifying the measureso treat“no event” asa specialevent
on its own (i.e., the first off-event sentencds novel, but



Retrieving useful and novel sentences (test topics)
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Figure 2: Shaws tradeof betweenmeasure®f summa-
rizationquality basedn a combinationof usefulnessand
novelty, for various approaches. The numbersin the
legendrepresenixact averagenu-precisionfor that ap-
proach.

thesecondandsubsequerdareerrors)changesandomso
thatit is approximatelyasgoodasthe novelty models. It
is clearthatour modelsof novelty areweak.

4.3 Combining the models

In this sectionof our experimentsve combinenovelty and
usefulnessnto a singlemeasuref “interestingness.We
choosethe bestmeasureof usefulnessandthe bestmea-
sureof novelty andmultiply their probabilitiestogether:

P(interesting = P(usefu) - P(novel)

It is unlikely that the two factorsaretruly independent.

However, we have beenableto improve one without af-
fectingthe other sothey areatleastnot stronglyrelated.

Figure2 shonstheeffectivenesof thisapproachmea-
suredby the nu- measureghatreflecta systems ability to
rank usefulandnovel sentencetighest.We have shavn
thecombinatiorof bothusefulnessneasuresvith eachof
thenovelty measuresWe expectedhatuseful, combined
with novel, would performbest.andweresurprisedo see
no differencebetweenthat and a combinationof usefu,
with novel;. Thenovelty graphof Figurel shovedaclear
adwantageo novely, soit is oddthatthechoiceof novelty
measuréiasno impact.

We have also explored using a linear combinationof
usefulnessand novelty to combinethem, but the results
aresimilar.

5 Summary and future work

We have definedtemporalsummarizatiorand described
theframework we developedfor evaluatingsystemeffec-
tivenesson this task. We shoved simple ways of mod-
eling news topicsandthe eventsthey comprise. Finally,
we comparedhe performanceof very simple modelsto
baselineapproacheso theproblem.

Our immediatefuture work on this projectinvolvesa
continuinginvestigationinto modeling“interesting” sen-
tencesfor temporalsummarization.The currentestima-
tors for probabilitiesare very crude, even though they
sometimesvork well. We will explore betterestimators
for thetopic andeventmodels,possiblyusingsmoothing
techniquesdaseduponexpansionaswell asbacloff and
mixture models.We expectthatnamedentity taggingand
possiblytemporakxpressiomormalizatior{14] mayhelp
matcheventsandtopics.

We have alreadytried usingamultinomialapproacHor
measuringhe probability that a sentences useful. That
is, ratherthanmerelymeasuringhe probability thateach
word comesfrom thetopic model,we considerthe entire
setof wordsin all their possibleorderings. The goal of
thisis to preventa“sentence’thatcontainghemostprob-
ableword dozensof timesfrom scoringwell if it doesnot
containotherprobablewords. We foundthattherewasno
differenceby our evaluationmeasureguseful recall and
precision),even thoughthe multinomial is intuitively a
superiormodel. We believe this is becausaghe multino-
mial is “correcting” for a problemthatdoesnot typically
occur:sentencei newvsaregenerallywell formedanddo
not suffer from overly repeatedvords.We arecontinuing
to investigatehisissue.

All of this work is exploratoryin thatit wasdonewith
a“clean” setof storiesfor eachtopic—thatis, every story
wasknown to discussthe topic. We felt this wasanim-
portantand reasonablesimplification of the problemto
lay the groundwork. We arenow looking attheimpactof
completelyoff-topic stories.We will dothatby usingthe
topic clustersgeneratedy TDT systems.
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