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ABSTRACT 
This paper presents a generative model of score distribution, 
focused on the case of information filtering, where sampling of 
training data is not random. Parameters of the model were 
estimated using the Maximum Likelihood Principle, conjugate 
priors, and conjugate gradient descent. Experiments on TREC8 
and TREC9 Filtering Track datasets are reported. Our method 
obtained significant improvements compared to a baseline. 

1. INTRODUCTION 
Given an initial description of a user information need, a filtering 
system sifts through a stream of information and delivers 
documents to a user. While filtering, a user may provide a 
relevance judgment for each document read. An adaptive filtering 
system can learn from user feedback to improve filtering 
effectiveness. In order to achieve this goal, the system needs to: 

(1) Learn corpus statistics, such as idf for each word;  

(2) Learn user profiles, such as adding or deleting terms and 
adjusting term weights; and  

(3) Learn delivery thresholds.  

The first problem is comparatively easy. Most of the previous 
research on information filtering is focused on the second 
problem. Different variations of an incremental Rocchio 
algorithm [1][2][3][4][5][6][19][20][21] and other machine 
learning methods [6][7][8][17][18] have been tested for profile 
updating while filtering; many have been successful. 

Threshold setting has received less attention from the research 
community, although heuristic measures and regression method 
[6][15][19][20][21] have been tried. Arampatzis, et. al,  proposed 
a method assuming a Gaussian distribution for the scores of 
relevant documents and an exponential distribution for the non-
relevant documents [2]. However their parameter estimation was 
biased, because it did not take into consideration the sample bias 
that occurs during filtering. 

2. A GENERATIVE MODEL FOR 
FILTERING THRESHOLDS 
2.1 Generative Model of Score Distribution 
Several researchers use a Gaussian distribution for the scores of 
relevant documents and an exponential distribution for the top 
ranking non-relevant documents [2][12]. 

For example: 
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where u : mean of Gaussian; 

σ : variance of Gaussian;  

1/ λ : variance of exponential; 

c : minimum score for a non-relevant document. 

Figures 1 and 2 illustrate how these models fit TREC9 Filtering 
Track data for OHSU topic 3. 
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Figure 1. Relevant document scores: OHSU topic 3. 
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Figure 2. Non-relevant document scores: OHSU topic 3. 

Based on this generative model for score distributions, we can 
calculate the probability of a document being relevant given its 
score: 
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Where p :  the ratio of relevant documents to all documents. 

We have two options: either train a generative model and find the 

parameters ),,,( pu λσ , or train a discriminative model and 

find the parameters ),,( cba . Other researchers indicate that a 

generative model borrows strength from the marginal density and 
uses training data more efficiently, even when the goal is 
discriminative [21]. Since our confidence in the model 
correctness is high, and also because we have little training data 
during filtering, we decided to go with generative model. 

 

2.2 Non-Random Sampling  
Given a set of scores, if we estimate the normal distribution and 
exponential distribution by calculating the mean and variance 
over training data [2], the results are biased, because the sample 
data is restricted to scores above the threshold. We expect that the 
mean of the sample scores is higher than the real mean. 

For TREC9 topic 3, if we get relevance information for all 
relevant documents, the mean and variance of a Gaussian 
distribution are (0.4343, 0.0169). In the case of information 
filtering, if we have a fixed dissemination threshold θ =0.4435, 
the mean and variance calculated using the biased method 
proposed by Arampatzis, et. al. [2] are (0.4551, 0.007) (Figure 3). 
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Figure 3. Estimation of parameters for relevant document 
scores: Topic 3 

 

In order to get an unbiased estimate of the distribution parameters, 
we must take into consideration the sampling constraint, which is 
the dissemination threshold. And in the real world of adaptive 
filtering, the threshold is changing over time, so the problem 
becomes more interesting. 

 

2.3 Unbiased Estimation Based on the 
Maximum Likelihood Principle 
Maximum Likelihood Estimation, an unbiased parameter 
estimation method, can be used to solve this problem. 

At a certain point in the filtering process, the filtering system has 
already delivered N documents to a user and relevance judgments 
for each document are provided by the user. We can treat these 
documents as training data. For the i th delivered document with 

user feedback, let’s represent it with a triple ),Score,R( iii
�

, 

where: iR : The user feedback of the document.  


=

documentrelevant -nonfor 

documentrelevant for 

nr

r
iR  

iScore : The score of this document; 

i
�

: The threshold of the profile when the document was 

delivered. 

In order to describe the density distribution of the scores, 4 
parameters are necessary: )p,,,u( λσ , where p  is the expected 

ratio of relevant documents in the whole corpus according to the 
model. Since the exponential model only fits the top non-relevant 
scores, p  does not represent the ratio in the real corpus. 

Given the observed training data, which are represented by a set 

of triples }  1),,,{( NtoiiiScoreiRD == θ , according to Bayes 

theorem, the most probable value of ),,,( pu λσ=Η  is: 
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For simplicity, we first assume that there is no prior knowledge of 

the distribution of Η  and treat the prior probability of )(ΗP  

as uniform. (We will revisit this and remove the assumption in 
Section 3.3.)  Because )D(P  is a constant independent of Η , 

we can drop it. Thus the most probable Η is the one that 
maximizes the likelihood of the training data: 
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The second step is due to the assumption that each document is 
independent; the third step is due to the fact that maximizing a 
function is equivalent to maximizing its logarithm; and the last 
step indicates the sampling constraints of training data 

For each item inside the sum operation of formula (2), we have: 
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 x=initial guess for the minimum 

 q= negative of gradient at x ( q : search direction) 

 do {  

x= the minimal point along direction h 

q= a linear combination of new gradient and old q 

 }  until convergence 
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The last step is due to the fact that all training documents must 
have a score higher than the threshold. 

If we use ),,,,( ipug θλσ  to represent the probability of a 

document getting a score above threshold iθ , we have: 
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From Equation (2), (3) and (4), we can finally get: 
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2.4 Smoothing: Conjugate Prior  
In Section 2.3, for simplicity we set the prior probability of 

)(ΗP  as uniform. But for the real filtering task, especially at 

the early stage of filtering with only a very small number of 
samples, this may cause some problem.  For example, if only non-
relevant documents have been delivered, estimation of p will be 0 
without a prior. If all the relevant documents have the same score, 
variance will be 0. So we introduced conjugate prior of 
parameters for smoothing, which can solve all these problems. In 
our experiments, we set the prior of p as a beta distribution1: 

21 )1( εε pp −⋅ , which is equal to adding 1ε  relevant documents 

and 2ε  none relevant documents sampled randomly for 

smoothing. The prior of σ  is set to be ))
2

2/(
2

exp( σν− , which 

                                                                 
1 Because beta distribution is the conjugate prior for binomial 

distribution. 

is equal to adding 2ν  to the sum of the square of the variance of 
relevant documents 2. And the prior needn’t to be very accurate, 
because as the number of sample data increases, the influence of 
the prior decreases. We set 005.0,001.0,001.0 21 === νεε  

in our experiment. 

 

2.5 Parameter Optimization Using Conjugate 
Gradient Descent 
There is no closed form solution for Equation 7, so numerical 
method need to be used. In our experiments, we used conjugate 
gradient (CG) methods in multi-dimensions to solve this problem.  

A sketch of the CG algorithm is shown in Figure 4. At each step, 
x is the approximate solution, and q is the search direction. x is 
improved by searching for a better solution along the direction q 
in each iteration, yielding an improved solution. More detailed 
description of conjugate gradient method are available in 
[10][22][23]. 

Figure 4. Basic idea of the CG algorithm. 

 

3. EXPERIMENTAL METHODOLOGY 
3.1 Evaluation Measure 
One commonly used evaluation measure for a filtering system is 
linear utility, which assigns a positive worth or negative cost to 
each element in the category [14]: 

 Relevant Non-relevant 

Delivered AR /+  BN /+  

Not Delivered CR /−  DN /−  

-- ND RC NB  RAUtility ⋅+⋅+⋅+⋅= ++           (8) 

The variables 
−−++

NRNR  and   , ,  are the number of 
documents that fall into the corresponding category and A, B, C 
and D are the gain or cost associated with corresponding category. 
Filtering according to a linear utility function (8) is equivalent to 

setting the threshold at *θ , where: 
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If we let (A, B, C D)=(2, 1, 0, 0), the utility becomes3: 

+−+⋅= NRUT 2’9                                            (10) 

                                                                 
2 This is a special case of inverse gamma distribution, which is 

the conjugate prior for variance of normal distribution. 
3  The original T9U measure used in TREC9 is 

( )MinUNRMaxUT ,29
+−+= , where MinU=-100 for 

OHSU topics or –400 for Mesh topics.   
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This is the measure we used in our experiments. The 
corresponding delivery rule is: deliver 
if: 33.0)score|rR(P >=                          (11) 

 

3.2 Experimental Setup 
Two different text corpora were used to test our algorithm: the 
OHSUMED dataset and the FT dataset. The OHSUMED data was 
used in the TREC9 Filtering Track [14]. It is a collection 348566 
articles from the US National Library of Medicine’s bibliographic 
1987-1991 database [11]. 63 OHSUMED queries and 500 MeSH 
headings were used to simulate user profiles. The average number 
of relevant articles in the testing data is 51 for OHSUMED topics 
and 249 for Mesh headings.  

The FT data was used in the TREC8 Filtering Track [6]. It is a 
collection of 210158 articles from the 1991 to 1994 Financial 
Times. TREC topics 351-400 were used to simulate user profiles.  
The average number of relevant articles in the testing data is 36. 

 

For each topic, the filtering system creates an initial filtering 
profile and sets the initial threshold to allow the top 3=δ  
documents in the training dataset to pass. For simplicity, user 
profile term weights are not updated while filtering. 

Because the first two relevant documents given to the system 
were not sampled under these constraints, their probabilities are 
simply )rR|d(P ii = , and the corresponding part of Equation 7 

was changed to: 
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For each query set, 4 runs were carried out. The first one used the 
parameter estimation method described in [2]. The third one used 
our maximum likelihood estimation. Both runs will stop 
delivering documents when ∆  is negative (Equation 12), so a 
minimum delivery ratio was introduced to avoid this problem. If a 
profile has not achieved the minimum delivery ratio (set to deliver 
at least 10 documents in the whole time period), its threshold is 
decreased automatically. This corresponds to the second and 
fourth runs. For our algorithm (ML plus minimum delivery ratio), 
it takes only about 21 minutes for the whole process of 63 OHSU 
topics on 4 years of OHSUMED data. 

 

4. EXPERIMENTAL RESULTS 
According to the experiment results (Table 1, Figure 6) for the 
OHSUMED dataset, none of the algorithms work well without 
using a minimum delivery ratio to decrease the threshold when it 
is set too high. 

On the OHSUMED dataset, for both OHSU topics and MESH 
topics, using maximum likelihood estimation plus the minimum 
delivery ratio achieved the best results. Although profile updating 
is disabled while filtering, all of the runs on this dataset get a 
positive average utility. The OHSU topics result for run 4 is 
above average compared with other filtering systems in the 
TREC9 adaptive filtering track. This indicates how efficient the 
threshold setting algorithm is, considering all of the other filtering 
systems are updating profiles while filtering. 

On the FT data, the performance of the four methods is almost the 
same (Table 2). One difference between the FT dataset and the 
OHSUMED dataset is the average number of relevant documents 
in the testing set per profile (Section 3.2). In the FT data set, most 
of the user profiles are not good profiles, which means it is almost 
impossible to get a good threshold that achieves a positive utility 

without profile updating.  In this case, the ML method does not 
improve the performance much. 

 

Table 1: Utility of each filtering runs: OHSUMED dataset 

 Run 1 Run 2 Run 3 Run 4 

 

 

Method 
in [2] 

Method in 
[2] + min. 
delivery 
Ratio 

ML ML + 
min. 
deliver
y ratio 

T9U utility 1.84 3.25 2.7 8.17 

Avg. docs. 
delivered per 
profile 

3.83 9.65 5.73 18.40 

Precision 0.37 0.29 0.36 0.32 

O
H

SU
 to

pi
cs

 

Recall 0.036 0.080 0.052 0.137 

T9U utility 1.89 4.28 2.44 13.10 

Avg. docs. 
delivered per 
profile 

3.51 11.82 6.22 27.91 

Precision 0.42 0.39 0.40 0.34 

M
E

SH
 to

pi
cs

 

Recall 0.018 0.046 0.025 0.068 

 

Table 2: Utility of each filteirng runs: FT dataset. 

 Run 1 Run 2 Run 3 Run 4 

 

 

Method 
in [2] 

Method 
in [2] + 
min. 
delivery 
Ratio 

ML ML + 
min. 
delivery 
ratio 

T9U utility 1.44 -0.209 0.65 0.84 

Avg. docs. 
delivered per 
profile 

9.58 10.44 9.05 12.27 

Precision 0.20 0.17 0.22 0.26 

T
R

E
C
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Recall 0.161 0.167 0.15 0.193 
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Figure 5.  Utility differences on OHSU topics: ML-Run2. For 
most of the topics (points above the horizontal line), ML (run 
4) has a higher utility than run 2. 
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Figure 6. Number of docs delivered difference on OHSU topics:  
ML-Run 2. For most of the topics, ML  (run 4) delivered more 
documents than run 2. 

 

According to the results on the OHSUMED dataset, we found 
that the average number of documents delivered to a profile for 
run 2 is less than run 4 (Figure 5). And for run 2, it is around the 
required number set by minimum delivery ratio. We believe that 
the mean of Gaussian distribution based on run 2 is too high 
compared to the actual mean (Figure 3), thus the threshold is set 
too high. 

 

5. CONCLUSION AND FUTURE WORK 
Based on a generative model of score distribution, using a 
Gaussian distribution for the scores of relevant documents and an 
exponential distribution for the scores of non-relevant documents, 
we have developed an effective algorithm for threshold setting 
while filtering that maximizes a given linear utility measure.  

Due to the fact that only relevance judgments of delivered 
documents are available, we proposed an unbiased algorithm 
based on the maximum likelihood principle to jointly estimate the 
parameters of the two density distributions and the ratio of the 
relevant document from user feedback about delivered documents 
sampled under the constraint of a changing threshold. We believe 
this is the first paper that solves the sample bias problem for 
information filtering. Our new method obtained significant 
improvement on the TREC-9 Filtering task. 

In our experiments, the profile is not updated while filtering. 
Although the effectiveness of the system is very competitive, we 
believe combining threshold updating with profile updating will 
achieve better accuracy. One difficulty of combining our 
algorithm with profile updating is adjusting training data 

}  1),,,{( NtoiiiScoreiRD == θ , especially iθ  based on new 

profile terms and weights. Future work can be focused on this 
problem. 
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